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Abstract. Experimental data in life sciences, created with today's sequencing
techniques, accumulate rapidly in different formats and data sources, leaving
facts and knowledge on observed phenomena hidden and unreachable to re-
searchers. The "big data" problem can be seen from various aspects. In this pa-
per, we pointed out to those that can be solved with some sort of data integra-
tion. Combining data from different sources and analyzing them jointly can
give a complex insight of observed biological phenomena. The problem of de-
signing data integration systems is important in current real world applications.
This document presents several levels of data integration, with some examples
of good practice.
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1 Introduction

With the rise of biotechnology and bioinformatics, a number of problems re-
garding storing, searching and using biological data occurs. The data are scat-
tered over a large number of repositories (public or private) and stored in differ-
ent formats. Furthermore, some formats are not adequate for automatic computer
processing (such as text documents) and require some kind of preprocessing be-
fore they can be input into computer algorithms. This situation makes searching
and analyzing the data very difficult, leaving facts and knowledge on observed
biological phenomena hidden in databases and digital collections.

The aforementioned and other similar problems can be overcome only through
an integrative bioinformatics approach. The integration can be done across dif-
ferent aspects and on various levels: database integration techniques, data acqui-
sition from heterogeneous sources, genotype-phenotype associations researches,
integrative modeling and analysis of processes and systems in biosciences, tool
integration and workflow systems, computational infrastructure for biological re-
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searches, biological ontologies and metadata, integrative data and text mining ap-
proaches.

While attempting to analyze and interpret the raw biological data, bioinfor-
maticians and computer scientists have developed a huge number of software
tools with intention to carry out some tasks in the research process. In this con-
text, hundreds of new tools are published every year.

The tools are more or less specific, intended for one group of analyses or being
more general. They also differ in quality, usability, adaptability and robustness.

Sometimes, it is very hard to find an appropriate tool for some research. When
searching for a tool, search engines usually search in software documentation.
The fact is that majority of software tools is poorly documented, without bug re-
ports and clear directions how to use it. In that case, it is easier to write a new
tool than to search for and use an existing one, and this is how yet another spe-
cific bioinformatics tool gets developed and added to the bag of tools. Needless
to say, many of them will become redundant.

The Data Explosion

As a consequence of the revolution in bioinformatics and computational biol-
ogy, the amount of biological data has increased rapidly. The term "big data" is
used to express this phenomenon, and although it is not specific just for biology
and biosciences, it is a major challenge in bioinformatics and computational biol-
ogy.

Nowadays, researchers are faced with numerous resources of biological data.
It is usually very hard to decide which one to use for a particular task, where to
find some information or how to interpret them. For example, the number of pub-
licly available databases, listed at NAR online Molecular Biology Database Col-
lection, reached 1552 [1]. As of January 2014, NCBI Genbank provides access to
almost 170 million sequences, with 260000 formally described species [2]. Pub-
Med includes over 23 million citations for biomedical literature from MEDLINE,
scientific journals, and online books. The amount of data residing in different
laboratories, private computer networks or data warehouses is much greater.
Here, we will inspect some of the big data characteristics that turn data process-
ing into quite a challenge. The data and tools integrations can be the way to solve
these problems.

Big Data Characteristics

Rapid Data Production

High throughput experiments in life sciences are able to uncover characteris-
tics of thousands of entities in a single experiment. Although they are valuable
and inevitable to obtain comprehensive insight into the different biological phe-
nomena, they are typically followed by high levels of noise. Additionally, they
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produce large amounts of data. It is estimated that in under a year, genomics
technologies will enable individual laboratories to generate terabyte or even
petabyte scales of data at a reasonable cost [3]. It would be a big challenge to
process and maintain such datasets, and to integrate them with other large-scale
data.

Data Curation

Data curation is a process of selecting, organizing, assessing quality, describ-
ing, and updating data, usually done in order to enhance quality of data. It is in-
dispensable in the maintenance of biological databases and an essential task in
data integration process. Usually, a number of different strategies to curation are
used, including computational or manual curation, or their combination. Appro-
priate curation, including semantic mark-up, would enable easier finding, main-
taining and usage of data [4].

The data curation importance in life sciences is evident from the fact that an
entirely new concept, called biocuration, has been introduced. Biocuration in-
volves the translation and integration of information relevant to biology into a da-
tabase or resource that enables integration of the scientific literature as well as
large data sets. Accurate and comprehensive representations of biological knowl-
edge, as well as easy access to this data are primary goals of biocuration. In this
complex process, it is important to determine answers to key questions, includ-
ing: For whom the curated resources are? Which kinds of resources are there?
Where are the resources? What metadata to curate? How and when to curate?

Hidden Knowledge

Having a lot of data does not necessarily mean having a lot of knowledge. The
data themselves are not useful at all if we cannot interpret them adequately. The
development of different data mining techniques is important, in order to dis-
cover some facts and knowledge from the data [S]. Classic data mining tech-
niques used for bioinformatics are classification, clustering and association rules.
Classification consists of finding patterns that can classify future data into prede-
fined classes. Clustering is employed to partition data into relatively homogenous
groups based on their properties from which interesting information may be dis-
covered. Association rules are used to reveal relationships or associations among
sets of data items.

Data Storage

Previously mentioned characteristics of big data cause the problem of data
storage. Today’s information systems can store a lot of bytes, but the main ques-
tion is: what data need to be stored, in what formats and for how long. Should we
store the raw or processed data? Should we archive the data? There are no clear
and definite answers to those questions; they depend on the society (researchers
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and users) needs for that particular data. We should keep in mind, though, that
today’s data mining techniques produce a lot of false positives when applied on
large-scale datasets. As they are expected to develop and to decrease the error
rate, it would be useful to have raw data, so the experiments can be repeated in
the future with more accurate and efficient methods.

Data Redundancy

What seems to be another problem regarding data storage is the redundancy of
the data. Redundancies refer to data which are recorded in more than one data-
base entries due to different data sources, varying views of the proteins (PDB
protein structures versus Swiss-Prot protein annotations), or repeated submissions
of the sequence by the same or different annotators. Methods for detecting re-
dundant data in biological databases have been proposed in [6-8]. One way to
lower the level of redundancy in a database is to use summarization techniques

[9].

Data Heterogeneity

Due to the difference in the nature of observed biological phenomena, meth-
ods and tools used in a research, the data produced are very heterogenic. They
must be combined so as to obtain a full picture and to build new knowledge.
However, current databases do not use a uniform way to name biological entities.
There is no unique standard for describing entities, so a same resource is fre-
quently identified with different names. For example, the gene BRCAI is identi-
fied by number “672” in the GDB Human Genome Database and by number
“1100” in the HUGO Gene Nomenclature Committee (HGNC) [10]. There were
initiatives and proposals of some naming standards (such as [11]) and standardiz-
ing data formats, that could solve this problem, but unfortunately they are still not
widely adopted by biological data providers.

Moreover, data are heterogeneous due to various biological phenomena they
represent. Integration of related data, i.e. data representing related phenomena is
a very important part of biological research. For example, the integration of large
genomic data sets with other types of information, like gene function, gene inter-
action or phenotype information can give an insight into more complex biological
systems.

Processing Unstructured Data

Biological data are dispersed across thousands of biological databases and
hundreds of scientific journals and encyclopedias. Information located in scien-
tific texts is unstructured and therefore hard to process. On the other hand, scien-
tific journals are the main resources for biological data acquisition and are widely
used in the process of biocuration. The acquisition is usually done by human ex-
perts, and it is very time-consuming and expensive. Text mining and information
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extraction techniques are developed to ease acquisition of data and biocuration
and to make them semi or fully automated [12].

Raw Data and Metadata

The raw data or sets of data should be annotated and described with metadata,
in order to preserve their semantic and meaning. Today’s annotations are based
on different ontologies. The problem with the ontologies is that there are too
many of them created and published, but too few widely used. In order to use on-
tologies (and other annotation schema) at their full potential, concepts, relations
and axioms must be shared when possible. Domain ontologies must also be an-
chored to an upper ontology in order to enable the sharing and the reuse of
knowledge. Unfortunately, each bio-ontology seems to be built as an independent
piece of information in which every piece of knowledge is completely defined
[10].

Examples of good practice in data integration

The first level of data integration includes finding, extracting, merging and
synthesizing information from multiple sources. With no intention of recom-
mending or advertising any of the researches or tools, we are providing some
good examples of data integration that faces the challenges brought by the big
biological data.

Since genome sequences and annotations come from various data sources, the
several genome browsers were developed with an intention to integrate data from
different sources into one common graphical interface. Initially, genome brows-
ers were displaying assemblies of smaller genomes of specific organisms, but to-
day they provide navigation through sequences and simultaneous browsing for
genomic annotations and other information on sequences. The most widely used
are CGView [13], Combo [14], Ensembl [15,16], Integrated Genome Browser
[17] and UCSC Genome Browser [18].

The access to biological data integrated from multiple heterogeneous sources
is enabled by web applications and services such as EMBL-EBI web services
[19] or NCBI Entrez database [20].

There are several studies that respond to the challenge of associating genotype
to phenotype characteristics [21-27]. In [23], cross-organism distribution of phe-
notypic traits is used for gene function prediction. The association rule mining
algorithm netCAR has been developed and applied in order to extract sets of
COGs (clusters of orthologous groups of proteins) associated with a phenotype,
based on co-occurrence between sets of genes and the phenotype [27]. In [22],
genotype-phenotype associations have been systematically discovered by com-
bining information from a biomedical database GIDEON with the molecular in-
formation from NCBI COGs database.



The biological information found in the literature is very valuable, especially
from the perspective of biocuration. Techniques used for literature mining are
providing access and retrieval of the most up-to-date biological data from scien-
tific articles and reports on ongoing researches. They are usually based on text
mining and information extraction. Korbel et al. [25] reported on systematic as-
sociation of genes to phenotypes by literature mining and comparative genome
analysis. In [12] we can see a database of genotype and phenotype data on mi-
crobes, created completely with text mining and information extraction tech-
niques. Furthermore, various tools for assisting curation of biological databases
from biomedical literature have been developed. PubTator [28] features a Pub-
Med-like interface and uses multiple text mining algorithms to ensure the quality
of its automatic results. In [29] the list of dictionary-based text mining tools that
could be used for biocuration tasks is given, with the evaluation metrics for each
tool.

Bio-ontologies can be used for providing the semantic service in data integra-
tion from different sources. Gene Ontology [30] is the most widely used ontology
in bioinformatics with main goal to standardize gene representation among spe-
cies and data repositories. GOA project [31] is one of the first examples of bio-
logical data integration. This project aims to provide Gene Ontology annotations
to proteins in the UniProt [32] knowledgebase. Kumar et al. [33] emphasized
need for integration and enrichment of biomedical ontologies with different bio-
logical and medical information sources and showed an example of connecting
colorectal carcinoma data to the molecular level. The paper by Sahoo and co-
workers [34] considered how information integration can be supported with Se-
mantic Web technologies.

Finally, the data warehouse approach is very successful in providing a robust
information infrastructure for biological data. MoDa (Molecular Data warehouse)
[35] provides a unified framework for finding and visualizing results of various
experimental techniques of molecular biology, with warehouse architecture opti-
mized for various types of filtering and querying annotations of samples, experi-
mental results and properties of genes and other molecular entities. Atlas [36] is a
biological data warehouse that stores data of similar types using common data
models, enforcing the relationships between data types. It integrates and locally
stores biological sequences, molecular interactions, homology information, func-
tional annotations of genes, and biological ontologies, providing data and a soft-
ware infrastructure for bioinformatics research and development.

Conclusion

In this paper we presented some of the successful work on data integration.
This list is far from being complete. A lot of problem remains, with new ones be-
ing made continuously.

Bioinformatics itself is a multidisciplinary scientific field, based on the inte-
gration of data, tools and techniques from other sciences. Although the mixture of



data and processes in bioinformatics are often complex, it is the only way to give
answers to the raising questions and to understand better the life itself. For suc-
cessful integration of data, more strict standards of data annotations, ontologies,
database architectures and similar data-related issues should be adopted from a
broader research community.
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